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Preface

Before the advent of deep learning, traditional natural language processing (NLP)
approaches had been widely used in tasks such as spam filtering, sentiment classification,
and part of speech (POS) tagging. These classic approaches utilized statistical
characteristics of sequences such as word count and co-occurrence, as well as simple
linguistic features. However, the main disadvantage of these techniques was that they

could not capture complex linguistic characteristics, such as context and intra-word
dependencies.

Recent developments in neural networks and deep learning have given us powerful new
tools to match human-level performance on NLP tasks and build products that deal with
natural language. Deep learning for NLP is centered around the concept of word
embeddings or vectors, also known as Word2vec, which encapsulate the meanings of
words and phrases as dense vector representations. Word vectors, which are able to capture
semantic information about words better than traditional one-hot representations, allow us
to handle the temporal nature of language in an intuitive way when used in combination
with a class of neural networks known as recurrent neural networks (RNNs). While RNNs
can capture only local word dependencies, recently proposed vector-based operations for
attention and alignment over word vector sequences allow neural networks to model global
intra-word dependencies, including context. Due to their capability to model the syntax
and semantics of language, strong empirical performance, and ability to generalize to new
data, neural networks have become the go-to model for building highly sophisticated
commercial products, such as search engines, translation services, and dialog systems.

This book introduces the basic building blocks of deep learning models for NLP and
explores cutting-edge techniques from recent literature. We take a problem-based
approach, where we introduce new models as solutions to various NLP tasks. Our focus is

on providing practical code implementations in Python that can be applied to your use
cases to bring human capabilities into your applications.




Preface ——

Who this book is for

This book is intended for developers who wan

intelligent applications with rich human-centri . ! S
knowledge of machine learning (ML) or deep learning and intermediate Python

programming skills. Our aim is to introduce cutting-edge techniques for NLP tasks, such ag
sentiment detection, conversational systems, language translation, speech-to-text, and
much more, using the TensorFlow framework and Python.

ts of deep learning to state-of-the-art algorithms

| language. Our focus is on implementing
ploying deep learning models to add human
nvironment.

¢ to leverage NLP techniques to develop
c interfaces. The book assumes introductory

The reader will go from the basic concep
and best practices for dealing with natura
applications using real-world data and de
capabilities to commercial applications in a production e

What this book covers

Chapter 1, Getting Started, explores the basic concepts of NLP and the various problems it
tries to solve. We also look at some of the real-world applications to give the reader the
feeling of the wide range of applications that leverage NLP.

chapter 2, Text Classification and POS Tagging Using NLTK, introduces the popular NLTK
Python library. We will be using NLTK to describe basic NLP tasks, such as tokenizing,
stemming, tagging, and classic text classification. We also explore POS tagging with NLTK.

We provide the reader with the tools and techniques necessary to prepare data for input
into deep learning models.

chapter 3, Deep Learning and TensorFlow, introduces the basic concepts of deep learning.
This chapter will also help the reader to set up the environment and tools such as
TensorFlow. At the end of the chapter, the reader will get an understanding of basic deep
Jearning concepts, such as CNN, RNN, LSTM, attention-based models, and problems in

NLP.

Chapter 4, Semantic Embedding Using Shallow Models, explores how to identify semantic
relationships between words in a document, and in the process, we obtain a vector
representation for words in a corpus. The chapter describes developing word embedding
models, such as CBOW using neural networks. It also describes techniques for developing
neural network models to obtain document vectors. At the end of this chapter, the reader
will get familiar with training embeddings for word, sentence, and document; and visualizé
simple networks. y
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Preface

Chapter S, Text Classification Using LSTM, discusses various approaches for classifying text,
a specific application of which is to classify sentiments of words or phrases in a document.
The chapter introduces the problem of text classification. Following this, we describe
techniques for developing deep learning models using CNNs and LSTMs. The chapter also
explains transfer learning for text classification using pretrained word embeddings. At the
end, the reader will get familiar with implementing deep learning models for sentiment

classification, spam detection, and using pretrained word embeddings for his/her
classification task.

Chapter 6, Searching and Deduplicating Using CNNs, covers the problems of searching,
matching and deduplicating documents and approaches used in solving them. The chapter
describes developing deep learning models for searching text in a corpus. At the end of this

chapter, you will learn to implement a CNN-based deep learning model for searching and
deduplicating text.

Chapter 7, Named Entity Recognition Using Character LSTM, describes methods and
approaches to perform Named Entity Recognition (NER), a sub-task of information
extraction, to locate and classify entities in text of a document. The chapter introduces the
problem of NER and the applications where it can be used. We then explain the

implementation of a deep learning model using character-based LSTM for identifying
named entities trained using labeled datasets.

Chapter 8, Text Generation and Summarization Using GRUs, covers the methods used for the
task of generating text, an extension of which can be used to create summaries from text
data. We then explain the implementation of a deep learning model for generating text.
This is followed by a description of implementing GRU-based deep learning models to
summarize text. At the end of this chapter, the reader will learn the techniques of
implementing deep learning models for text generation and summarization.

Chapter 9, Question-Answering and Chatbots Using Memory Networks, describes how to train
a deep learning model to answer questions and extend it to build a chatbot. The chapter
introduces the problem of question answering and the approaches used in building an
answering engine using deep learning models. We then describe how to leverage a
question-answering engine to build a chatbot capable of answering questions like a
conversation. At the end of this chapter, you will be able to implement an interactive
chatbot.

(3]




Preface —

Chapter 10, Machine Translation Using Attention-Based Models, covers various methods for
translating text from one language to another, without the.need to Iea.m the Srammar
structure of either language. The chapter introduces traditional machine translation :
approaches, such as Hidden Markov Model (HMM) based methods. We then explain the
implementation of an encoder-decoder model with attention for translating text from
French to the English language. At the end of this chapter, the reader will be able to
implement deep learning models for translating text.

Chapter 11, Speech Recognition Using Deep Speech, describes the problem of converting voice
to text, as a beginning of a conversational interface. The chapter begins with feature
extraction from speech data. This is followed by a brief introduction of the deep speech
architecture. We then explain the detailed implementation of the Deep Speech architecture
to transcribe speech to text. At the end of this chapter, the reader will be equipped with the
knowledge to implement a speech-to-text deep learning model.

Chapter 12, Text to Speech Using Tacotron, describes the problem of converting text to
speech. The chapter describes the implementation of the Tacotron model to convert text to
voice. At the end, the reader will get familiar with the implementation of a text-to-speech
model based on the Tacotron architecture.

Chapter 13, Deploying Trained Models, is the concluding chapter and describes model
deployments in various cloud and mobile platforms.

To get the most out of this book

The prerequisites for the book are basic knowledge of ML or deep learning and
intermediate Python skills, although both are not mandatory. We have given a brief
introduction to deep learning, touching upon topics such as multi-layer perceptrons,
Convolutional Neural Networks (CNNs), and RNNs in chaprer 1, Getting Started. It
would be helpful if the reader knows general ML concepts, such as overfitting and model
regularization, and classical models, such as linear regression and random forest. In more
advanced chapters, the reader might encounter in-depth code walkthroughs that expect at
least a basic level of Python programming experience.
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